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USING STOCHASTIC AUTOMATON FOR DATA CONSOLIDATION

Background. Development of methods and algorithms for efficient search of relevant information on demand. The ar-
ticle deals with the consolidation of data for subsequent use in the information and analytical systems.

Objective. The aim of the paper is to identify capabilities and build relevant information search algorithms from dis-
parate sources by analyzing the probability information identifying the possible presence of relevant documents in
these sources.

Methods. To find the relevant information for search queries the approach based on the use of probability estimates
of relevant documents available in the sources of further increasing the number of selected documents from these
sources to analyze their relevance to the query is used.

Results. A stochastic programmable automaton structure to ensure selection of the most possible information sources by
relevance parameters and information retrieval algorithm based on the use of stochastic automaton were developed.
Conclusions. The described algorithm using stochastic automaton for data consolidation allows developing a set of
software tools, provides plenty full and holistic data consolidation problem-solving for diverse systems which search
for information from information sources different in composition and presentation type.

Keywords: open data sources; data consolidation; information-analytical systems; information retrieval systems; prob-

abilistic models; relevance; big data tasks.
Introduction

Directed information gathering based on open
sources is considered as one of the standard meth-
ods of information gathering in different spheres of
modern society. Traditionally, specialists collect and
analyze information from the media, public state-
ments, official data, press conference materials,
public statements, professional and academic re-
ports, conferences, reports, and articles. The transi-
tion to electronic media largely determines the di-
rected search approaches and methods and the effi-
ciency increase of both individual procedures and
information search in general.

The amount of information produced by hu-
manity, which is constantly increasing and greatly
complicates the problem of storing large amounts
of data and extracting from them relevant and im-
portant information. Every day the problem of
processing such information assumes greater sig-
nificance. A significant amount of electronic mate-
rials is going to make it difficult for users to find
the necessary information [1]. The information con-
solidation can help solving these problems [2, 3]. In
a broad sense the consolidation can be understood
as the process of searching, selecting, analyzing,
structuring, conversion, storage, cataloging, and
providing consumer information on a given topic.
The task of information consolidation is one of the
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most important problems of processing large amo-
unts of data (big data) [4].

Consolidation is generally regarded as a set of
techniques and procedures to extract data from
various sources to ensure the necessary level of in-
formation content and quality conversion in a sin-
gle format in which they can be loaded into the
data warehouse or analytical system.

In some cases data consolidation is the initial
stage of any analytical task or project [3]. The basis
of consolidation is the process of collecting and
storing data in a form optimal in terms of their
processing on the specific analytic platform or spe-
cific analytical problem solving. The associated
consolidation tasks are to assess the quality of data
and their enrichment, to reduce the amount of in-
formation that has to be processed by data retrieval
or information-analytical system.

The main results that data consolidation has to
ensure for further processing depth are as follows:

e high access rate to large volumes of data;

e compactness of large volume data storage;

e support of a data structure integrity;

e monitoring of data consistency and rele-
vance.

The feature of information gathering based on
open sources is the instability of the informational
contents of these sources, the lack of reliable prior
information about their content and its relevance
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and typically low accuracy and efficiency of expert
assessments of state and compliance of the sources
with the topics and query parameters.

Therefore, to process data from open informa-
tion sources it is necessary to conduct effective con-
solidation of data using specialized software tools
that will provide the following possibilities:

e automatic selection of the information sour-
ces, most relevant in compliance with the request;

e the possibility of accumulation of informa-
tion on sources’ state in the course of the request;

e consideration of the possibility of changing
sources’ state during the second request;

e analysis of the most promising sources from
the point of view of the relevance as well as less
relevant;

e creation of information assessment of the
perspective sources in terms of relevance.

Problem statement

The purpose of the study is development of
model and algorithm for consolidation of informa-
tion from a certain quantity of heterogeneous
sources with high content of documents. At the
same time, the task to select the maximum number
of documents relevant to the request is set in a case
of the minimum number of the processed (checked
for relevance to a request) documents by detection
and use of information sources the most appropriate
to the request.

Review of existing solutions

Today there are many information search mo-
dels, that can form the basis for information con-
solidation system, that are based on various mathe-
matical methods. Modern information-analytical
and information retrieval systems based on these
models and various modifications are built.

Among them are the following most common
types of models [2]:

e Boolean model;

o fuzzy set model,;

e vector model;

e latent-semantic model;

e probabilistic model.

Boolean model is based on the use of mathe-
matical logic app and set theory [5]. The model
based on matrix, which is the ratio between the
document and the indexing terms [6].

The model advantages:

e construction simplicity;

e case of program implementation.

The model disadvantages:

e difficulty of query building without know-
ledge of Boolean algebra;

e the search results must contain all terms of
the user’s request;

e virtually impossible to automatically rank
the received documents;

e the search is badly scaled.

The fuzzy set model is based on fuzzy set the-
ory, allowing the partial set element membership in
contrast to the traditional set theory, which does
not allow this [7, 8]. The whole array of docu-
ments is described as a set of fuzzy set terms in
this model.

The model advantages:

e the ability to rank results;

e indexing and determining the relevance of
the selected document by request requires less com-
puting;

e easy to implement;

e no requirements for large volumes of me-
mory.

The model disadvantages:

e computing costs and storage costs higher
than Boolean model;

e lack of accurate search result distinction.

Vector model (8, 9] represents the documents
and user queries as #n-dimensional vectors in #-
dimensional vector space. The dimension of the
vector space n is the number of different terms in
all documents [10].

The model advantages:

e construction simplicity;
the ability to rank results;
the model disadvantages;
requires large amounts of data processing;

e requires exact word matching.

Latent semantic model is commonly referred to
as latent semantic indexing in the information re-
trieval theory [11]. Latent semantic analysis (LSA)
is a method of extracting and presenting context de-
pendent word meanings by using statistical analysis
of large text document sets. LSA consists of two
stages — study and analysis of indexed data [12].

The model advantages:

e a space of much smaller dimension is used
than the vector;

e no need to match the exact words;

e the model does not require a complicated
setup.

The model disadvantages:

e complexity leads to a large number of cal-
culations;
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e there are no rules for choosing the dimen-
sion on which the effectiveness of obtaining results
depended.

Probabilistic model. These search models are
based on the use of probability theory methods. They
used statistical indicators that determine the docu-
ment relevance probability to the search query [13].
These models are based on the probabilistic ran-
king principle in descending probability of their
relevance to the user request. Probabilistic models
differ from each other in procedures for calculating
estimates of probabilities [14].

The model advantages:

e the ability to adapt in the use;

e there is no volume calculations dependence
on the number of terms, and other parameters;

e high efficiency when working with dyna-
mically updated data sources.

The model disadvantages:

e the need for continuous learning of the
system;

e low efficiency at the initial stages of work.

Today there are no models that would possess
quantitative and qualitative advantages over the
other [15, 16]. Therefore, the development of new
algorithms and methods based on the combination
of the advantages of the different approaches in
building models is very relevant and requires new
solutions. This article describes the approach in the
implementation of a software system that is built
on the use of elements of the stochastic automata
theory in selecting information sources and fuzzy
sets in assessing the relevant information sources.

The mathematical formulation of the problem

The structure of the of the main information
element interaction, reflecting the consolidation of
documents (information units) is shown in Fig. 1.
It contains the following elements:

1. Information sources.

2. Query parameters.

3. Document packets.

The information sources are information re-
sources that are important and considered in par-
ticular information system construction, or consid-
ered in a certain information search case.

Currently, there are following information re-
sources:

1. The media which includes various kinds of
news sites (RSS feeds) and semantic sites (or elec-
tronic versions of media).

2. Digital libraries — distributed information
system that can reliably store and effectively use
electronic documents through a global network.

3. Electronic database — a collection of files
organized in a special way, documents, grouped by
topic and spreadsheets, which are combined into
groups.

4. Corporate and personal sites — online re-
sources dedicated to any organization, company,
enterprise, a particular issue or person. They are
distinguished by the completeness of information
that covers all aspects of the activity.

5. Information portals — a group of sites
where you can use a variety of services. They can
contain various scientific, political, economic and
other information as well as electronic mailboxes,
blogs, catalogs, dictionaries, directories, weather
forecasting, television programs, exchange rates,
etc. Generally, their renewal happens in real time.
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Fig. 1. The basic elements of the information consolidation

The request content settings — are mostly
simple and complex terms (terms related by opera-
tors), the parameters that define the various fea-
tures of the time, place (appearance, publication,
storage, etc.), and many other characteristics that
determine specific request characteristics.

The document packets — specific sets of in-
formation units (articles, records, tables, reports,
newspapers, magazines, books, abstracts, news, re-
views, etc.), with similar presentation format.

Let’s consider the main information consoli-
dation description characteristics in accordance with
the stochastic model of information source selection
based on the theory of stochastic automata [17].

To assess the relevance of the information
sources to queries the model based on the theory
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of fuzzy sets is used [7], which links the query pa-
rameters and information sources.

llows a partial matching between the request
and the information source is used. This matching
assesses values in the range [0, 1]. The value that es-
timates the correspondence between the request
and the information source is based on the
determination of coincidence between the query
parameters and characteristics of information units
included in a certain source of information in
question.

Quantitative matching assessment of the /-th
document (for / = 1,...,V) from the i-th informa-
tion source to the j-th query parameter in single
sampling for relevant source relevance evaluation is
defined as

g;; = 0 — when j-th parameter is not present
in the /-th document of i-th source, g;; =1 — when
Jj-th parameter is present in the /~th document of i-
th source.

Then this value after sampling and evaluation
of several pieces of information from certain in-
formation source is averaged according to the
number of selected items (documents).

Quantitative assessment of compliance of the
i-th source to the j-th query parameter determines
the partial match, it corresponds to the range [0, 1]
and can be defined as

1 V
kij:VlZ_;qiﬂ

where ¢, is a quantitative matching assessment of

the /-th document (for / = 1,...,V) from the i-th in-
formation source to the j-th query parameter in sin-
gle sampling for source relevance evaluation; V —
the volume of a single sample from one document
source has to meet the following limitation:

V<< §; fori=1,..,n

where §; is a number of information pieces (docu-
ments) in each »n source considered for this re-
quest.

Then the i-th information source relevance
evaluation will be defined as

Jj=1

3|~

where 0 <v; <1, v is a weight coefficient of the j-

th topic query parameter determined by expert as-
sessments or on the basis of priorities that can be

independently determined by information request
customer.

Thus evaluation of the i-th source relevance
to specific request will be determined in the range
[0, 1].

The consolidation algorithm based on the use
of stochastic automaton

To organize selection procedures for effective
information sources relevant for specific queries
can be used algorithms that are based on stochastic
automata. Such stochastic automaton is a Mealy
type automaton [17]. This is the automaton for
which the following conditions are satisfied for the
conditional probability density

pu',y/u,x) = pu'/u,x)p(y/u,x)

where x € X is a stochastic automaton input val-
ues; y €Y is a stochastic automaton output val-

ues, u,u' elU is a stochastic automaton possible
states.

For such stochastic automaton the next state,
automatic automaton u' takes does not depend on
automaton y output, and automaton y output does
not depend on the state in which the automaton u
moves for any possible input value of stochastic
automaton x and any possible condition of auto-
maton u. So for stochastic Mealy type automaton
the automaton y output and automaton u’ state in
which it moves are independent of one another.
They depend only on the input value and the pre-
vious state.

If the stochastic Mealy type automaton runs
the relation type

’

p(y/u,x,u’) = p(y/u),
always when
p'/u,x) # 0,

then it is a Moore type automaton.

Stochastic Moore type automaton [17] is a
special case of the stochastic Mealy type automa-
ton. For such stochastic automaton the output de-
pends on its condition and does not depend on the
input, and the next state of the automaton is de-
termined by its previous state and automaton in-
put. So for stochastic Mealy type automaton can
be determined that

p',y/u,x) = pu'/u,x)p(y/u).
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Considering this automaton as automaton
with discrete time (discrete stochastic automaton)
where the transition points are defined as the
numbers of iterations of the information seeking
process under the final number of iterations, we
can write that

pu(t +1), y(t) /u(t), x(1))
= p(u(t +1)/u(®)) p(y(1) /u(?)).

With the perspective of a search system that is
based on the principles described above, these val-
ues can be defined as:

u(t) is a state of the system at the current time

(the current iteration), which determines the prob-
ability of selecting information sources (D,...,D,) in
the current iteration;

u(t +1) is a state of the system at the next time
period (the next iteration), which determines the
probability of selecting information sources (D;,...,D,)
in the next iteration;

x(¢) is system input data on the current itera-

tion, determining sampling estimation results with
size V from the selected information source on the
current iteration;

y(¢) is system output data on the current it-

eration, determining the selected information sour-
ce (Dy,...,D,).

For greater clarity in some cases, stochastic
Moore type automaton can be described in the fol-
lowing canonical form

u(t +1) = F(u(r), x(t + 1)),

y() = f(u(®)

where ¢ is the variable that determines the time, viz
the automaton response times. This time is defined
as the integer that is 7 = 1,..., N, where N is the given
number of information search iterations, on each of
which V document choice from one of selected at
this information source iteration (D,,...,D,) is per-
formed.

Implementing the use of the automaton for
selecting information sources for consistent conso-
lidation can be constructed in such a way that the
automaton u state change (z+1) is defined as a
regular constraint, and its output y(7) is determined
as a stochastic process.

The consolidation information algorithm ba-
sed on the use of such automaton consists of the
following steps:

1. The stochastic automaton initial state u(?)
for as a vector of probabilities is determined:

P(1) = {p,(t), p,(1), p3(0),...,
pi(t)a"'spn—l(t)spn(t)}s

Zn:l’i(t) =1L
i-1

2. Uniformly distributed random variable w
on the interval [0, 1] is generated.

3. Depending on the value of the random
value w the interval that corresponds one of the n
information sources is determined as follows.

We accept that p, =0, then if

z-1 z
Dpi)y<w <D plt),
i=0 i=1

the implementation of the automaton will corre-
spond the information source by number z.

4. Sampling and processing of V information
units (Documents) from the information source by
number z is performed.

5. Assessment R; (1) of the relevance for Vin-

formation units (documents) from information sour-
ces by number z is performed.

6. Recalculated probability values are per-
formed by a particular algorithm.

The example is given in Table.

Table. Stochastic automaton probability vector conversion

coefficients
R; <0.2 <0.4 <0.6 <0.8 <1.0
kg 0.5 0.75 1 1.5 2
Indeed,

p,(t+1)=p.(Dkp.

A calculation for the vector P (z+ 1) is made
in such a way that

D(t) =1-p (1),
Dt +1)=1-p_(t+1),

p;D(t+1)
D(7)

fori=1,..,nand i = z.

pilt+1) =
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Move to step 2 for further document (informa-
tive units) sampling of the information sources when
choosing a source of accumulated information about
their relevance of the request and its parameters that
has been obtained in the preceding steps of selection.

As a result of described algorithm’s action exe-
cution we get a sequence of probability vectors that
reflects a consistent process of identifying the most
relevant information sources for the request with the
acceptability parameters. When you do another
search for information on the same request we get
the existing probabilistic model of the most relevant
information source selection, which significantly re-
duces the search time, but does not preclude the
situation changes over time among information
sources and the possibility of other more relevant to
the request sources, among those that considered.

The algorithm testing was conducted in a spe-
cialized test software environment that was devel-
oped for the analysis and testing of capabilities of
relevant documents algorithm selection upon re-
quest. Test environment consists of ten formed in
accordance with the request information sources,
each of which contains one thousand generated
documents. Each source got from 1 to 10 % of
relevant documents, which allows evaluating the
finding of a certain number of relevant documents
by using different search algorithms.
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Sample test results are shown in Fig. 2. The
described stochastic algorithm when processing a
large number of documents (more than 500) showed
twice better performance on the number of selected
relevant documents than direct search algorithms
that are based on Boolean and vector models.

Conclusions

The use of stochastic automaton for data con-
solidation for further use in information-analytical
systems as one of the most important problems of
processing large amounts of data is presented. The
use of an integrated approach based on stochastic
information source selection model and fuzzy set
model for assessing the relevance of certain docu-
ments is proposed. The paper describes the informa-
tion consolidation algorithm implementing the
possibility of using a stochastic automaton for
selecting relevant documents. The structure of the
interaction of open source information consolida-
tion system basic elements is shown.

Described in the article algorithm of using the
stochastic automaton for data consolidation was
tested in the development of geocoding by infor-
mation requests system pilot project [18, 19].

The developed algorithm of using the stochas-
tic automaton for data consolidation allows develo-
ping a set of software tools that provides enough
complete and holistic data consolidation problem
solving for various systems searching for infor-
mation from information sources different in com-
position and presentation type. One of the perspec-
tive directions of use of the consolidation algorithm,
based on use of stochastic automata, is the utiliza-
tion of their capabilities for building systems of
search of scientific and technical information by one
request from different scientific bibliographic and
abstract bases and other open sources (SCOPUS,
RSCI, UKRINTEI, scientific RSS feeds, etc.). It
will give the chance to wide circles of scientists,
graduate students and students considerably reduce
the time and improve the quality of searching for
materials, necessary for your profile, for scientific
and educational activities.
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0O.B. KoBarnb, B.O. Kysbminux, [1.B. XaycTtoB
BMKOPUCTAHHA CTOXACTUYHOIO ABTOMATY A1 KOHCOMIZALIT BAHNX

MpobnemaTtuka. Po3pobka MeTodiB i anroputMiB ehekTMBHOIO MOLLYKY peneBaHTHOI iHpopmalii 3a 3anMTamu. Y ctatTi po3rns-
0aloTbCA NUTaHHA KOHCONIAauil AaHuX ANs NOAanbLUIOro iX BUKOPUCTaHHS B iHPOPMaLHO-aHanNiTUMHNX CUCTEMaX.

MeTa pocnipkeHHs. BusBneHHs MoxnuBocTi Ta nobyAoBa anropuTMiB MOLIYKY peneBaHTHOI iHpopMmalii 3 pisHopiaHUX oxepen
Ha OCHOBI aHani3y MMOBIPHICHOI iHdbopMaLlii, WO BU3HAYae MOXIMBICTb HAsABHOCTI peneBaHTHUX AOKYMEHTIB y LMX Jxepenax.

MeToguka peanisadii. [lnsa nowyky peneBaHTHOI iH(bopMaLii 3a NOLWYKOBMMM 3annTtamMu BUKOPUCTOBYETLCA Miaxig, nobygoBaHumn
Ha BMKOPWUCTaHHI OLIHOK MMOBIPHOCTEW HAsiBHOCTI peneBaHTHUX AOKYMEHTIB Y [xepenax i3 noganbswmM 36inbLeHHsM KinbkocTi Bubpa-
HUX i3 LUMX JKxepen OOKYMEeHTIB ANs aHani3y iX peneBaHTHOCTI 3anuTy.

Pe3ynbTaTtu gocnigxeHb. Po3pobneHo CTpykTypy NporpamMoBaHOro CTOXacTUYHOro aBToMaTy Anst 3abeaneveHHs Bubopy Hau-
6inbLu iMOBIPHUX 3a NapamMeTpamy peneBaHTHOCTI [Mxepen iHpopMmaLii Ta anropuTM MoLyKy iHopMaLii Ha OCHOBI BUKOPWUCTaHHS CTO-
XacTWYHOro aBToMarty.

BucHoBKWU. HaBegeHuii anroputm BUKOPUCTAHHS CTOXaCTUYHOrO aBToMaTy Ansi KoHconigauii 4aHnx gae 3mMory po3pobuTu Kom-
nyekc NporpaMHux 3acobi., Lo 3abe3nevye AOCTaTHLO NOBHWM i LINICHUA PO3B’A30K 3ag4ay KOHconigauii 4aHuX Ans pi3HOMaHITHUX cuc-
TeM, Lo 3AINCHIoTb NOLLYK iHopMaLii 3 pi3HOMaHITHWUX 3a CKIagoM i BUAOM NpeAcTaBreHHs axepen iHdopmadii.

KniouyoBi cnoBa: BigkpuTi Akepena AaHux; KOHconigauis gaHux; iHdopMmauinHo-aHaniTuyHi cuctemu; iHdbopmMaLinHO-NoLLYKOBI
CUCTEMU; MMOBIPHICHI MoZeni; peneBaHTHI JOKyMeHTU; 3aaadi 06pobkM Benukmx obesriB AaHnXx.

A.B. KoBanb, B.A. KyabmuHbix, [1.B. XayctoB
MCIMONb3OBAHME CTOXACTUYECKOIO ABTOMATA /1A KOHCONMOAUMN OAHHBLIX

Mpo6nematuka. Paspabotka METOAOB U anropuTMoB 3PEKTUBHOMO NOMCKa peneBaHTHOW MHGopMauun no 3anpocaM. B ctatbe
paccMmaTpuBaloTCst BOMPOChI KOHCONMUAALUM AaHHbIX A5 AanbHENLWEro ux UCnosib30BaHns B MHOPMaLIMOHHO-aHaNMMTUYECKNX CUCTEMAX.

Llenb nccneposaHusA. OnpegeneHne BO3MOXHOCT U MOCTPOEHWE anropuTMOB Moucka penieBaHTHON MHpopMaummn n3 pasHo-
POAHbIX MCTOYHUKOB Ha OCHOBE aHanu3a BEPOSiTHOCTHON MHpopMaLMK, KoTopasi onpeaensieT BO3MOXHOCTb HanNu4ns peneBaHTHbIX 40-
KYMEHTOB B 3TUX UCTOYHMKAX.

MeToauka peanusaummn. [ins noncka penesaHTHON MHpOPMaLMK NO NMOUCKOBLIM 3anpocaM MCMonb3yeTcsi NOAXOA, KOTOPbINA Mo-
CTPOEH Ha UCMONb30BaHUN OLEHOK BEPOSITHOCTEN HaNMYMU penieBaHTHbIX JOKYMEHTOB B MCTOYHMKAX C MOCMedyloLlmM yBennyeHnem
yncna BblbUpaembix U3 ATUX UCTOYHMKOB JOKYMEHTOB A1 aHanM3a Ux perieBaHTHOCTU 3anpocy.

Pe3ynbTathbl uccnegoBaHui. PaspaboTaHbl CTpykTypa NporpaMMUMpyeMoro CToXacTU4ecKoro aBTomaTa anst obecneyeHus Bbl-
6opa Hanbonee BepOSTHbIX MO NapaMeTpaMm peneBaHTHOCTUM UCTOYHMKOB MH(OPMaLUM U anropuTMm nomucka MHMOPMaunM Ha OcHoBE
MCMNOMb30BaHNsi CTOXaCTUYECKOro aBTomara.

BbiBoabl. NprBeaeHHbI anropuTM C UCMOMb30BaHMEM CTOXacTUYECKOro aBToMarta AN KOHCoNnuAauum AaHHbIX No3BonsieT pas-
paboTaTb KOMMIEKC NPOorpaMMHbIX CpeacTs, obecneynBaeT AOCTAaTOYHO MOJIHOE W LIENOCTHOE peLleHne 3aday KOHCOnMaaumMmn gaHHbIX
ONS pasnuyHbIX CUCTEM, KOTOPbIE OCYLLECTBSIIOT NMOUCK MHpOPMaLIMU U3 Pas3NNYHbIX MO COCTaBy M BUAY NpeacTaBNeHUs UCTOYHUKOB
MHdopMaumm.

KnioyeBble cnoBa: OTKpbITblE UCTOYHUKU AaHHbIX; KOHCONUAAUMS AaHHbIX; MHEPOPMALMOHHO-aHaNMTUYECKUE CUCTEMBI; MHCOP-
MaLMNOHHO-MOUCKOBbIE CUCTEMbI; BEPOSITHOCTHbBIE MOLENN; PeNeBaHTHOCTL; 3adaqun 06paboTku B6onbLINX 06BEMOB AAHHbIX.
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