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COMPLICATED SHAPES ESTIMATION METHOD FOR OBJECTS ANALYSIS IN VIDEO
SURVEILLANCE SYSTEMS

Background. The evaluation of video image objects is a relatively difficult task. While solving the task of the geomet-
ric representation of a surveillance object, the following additional factors should be considered: possible overlapping
of objects, similarity of complex elements, similarity of object elements and background, etc.

Objective. The development of a method for complicated objects shape evaluation for application in video surveil-
lance systems for estimation of dynamics of an object’s movement, examination of the object’s behavior on a prob-
able execution of unauthorized actions, and for other tasks.

Methods. The procedure of the background subtraction is used for identification of a raster shape of the surveillance
object. To detect a vector shape of the object contours, the DEI approach is applied. The sorting procedures are used
for identification of reference contour points and for forming the smooth curves.

Results. The proposed method includes the following stages: color space conversion and normalization, object shape de-
tection, contours detection and analysis, sorting of vector data, forming of smooth contour curve, object area computing.
When the contour points number is reduced in 1.5 times, an average error of the proposed method compared with the
DEI approach for accuracy rate is 0.75 %, for performance rate it is 8.43 %, for resource consuming rate it is 3.09 %.
Conclusions. The proposed method allows to define an array of vector contour points which represent an “approximate”
surveillance object of a complicated shape and it minimizes the data volume to be used in further analysis of a motion
trajectory and other similar tasks without decreasing the accuracy. In addition, this method enables describing the surveil-
lance object by an equal quantity of contour points that in turn can simplify the task of surveillance objects classification.

Keywords: DEI approach; image feature extraction; vector filtering of image; vector contour analysis.

Introduction

Video surveillance is an important task which
can be focused on visual control of road traffic [1—
5], monitoring of hazardous situations [6, 7], mon-
itoring in different areas of manufacturing [8, 9],
health care [10] or other applications. The essential
part of the video surveillance procedure is the de-
tection of presence of an object under observation.
This detection is based on a certain specific feature
of the object such as color, shape, behavior, etc. In
our research we consider the object shape as the
main feature.

The object shape is determinate by a contour
which outlines the object as accurate as possible.
This contour can be represented as either raster or
vector curve. In the second case, the shape analysis
is more flexible because we can scale the curve and
change the number of points defining the contour.
The latter is very important for both maximization
of analysis accuracy and minimization of the con-
suming of computing resources used for further data
processing because if there is insufficient data set
about the object shape, its further analysis can lead
to a wrong result; at the same time, if there is re-
dundant data about the object shape, the need in
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increasing computing resources can appear. There-
fore, it is desirable to find relatively optimal amount
of data which enables an object shape analysis with
minimal requirements to the computing resources.

A proposed method enables estimation of an
object shape with a desirable level of accuracy and,
thus, it can help to get an amount of data about
the object shape which can be considered as opti-
mal for a certain task.

Problem Statement

The research objective is the development of a
method for shape evaluation of a complicated ob-
ject. The method is supposed to be used in video
surveillance systems as the preprocessing for further
analysis of the object’s movement dynamics, ex-
amination of the object’s behavior on a probable
execution of unauthorized actions, and in other
similar tasks.

Related Work

The literature review shows that there is a rel-
atively large number of researches related to tasks
similar to the task we solve in our investigation.
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However, the approaches used for solving these re-
lated tasks are quite different.

Thus, in [11], the Moghaddam and Enright
compared three interpolants defined for three-
dimensional elliptic Partial Differential Equations
(PDEs) over an unstructured mesh. The authors
assert that the obtained results showed that pure
tri-cubic interpolant generates more accurate re-
sults rather than tri-quadratic interpolants.

In [12], the authors proposed three fast con-
touring algorithms for visualizing the solution of
PDEs based on the Pure Cubic Interpolant. These
algorithms do not need a fine structured approxi-
mation and the authors assert that their algorithms
work efficiently with the original scattered data.
The basic idea of the proposed approach is to
identify the intersection points between contour
curves and the sides of each triangle and then draw
smooth contour curves connecting these points.

Enright developed in [13] Differential Equa-
tion Interpolant (DEI) approach which efficiently
approximates the values of the solution of a PDE
at off-mesh points. This approach allows to reach
high precision at the resulting off-mesh points.

In [14], Barequet and Sharir presented a
technique for piecewise-linear surface reconstruc-
tion from a series of parallel polygonal cross-
sections. The proposed algorithm uses a partial
curve matching technique.

Lee, Wolberg, and Shin presented in [15] a
fast algorithm for scattered data interpolation and
approximation. The authors assert that their algo-
rithm makes use of a coarse-to-fine hierarchy of
control lattices to generate a sequence of bicubic
B-spline functions whose sum approaches the de-
sired interpolation function.

These and other similar methods enable pro-
ducing an accurate contour of an object, however,
in our opinion they can be complemented by addi-
tional procedures which enables minimization of the
data amount about an object shape without appre-
ciable change in accuracy and, in this way, we can
achieve minimization of the requirements to the
computing resources of a video surveillance system.

Method Description

The proposed method of video image analysis
includes the following steps:

A. Color space conversion and normalization.

B. Object shape detection.

C. Contours detection and analysis.

D. Sorting of vector data.

E. Forming of smooth contour curve.

F. Object area computing.

A. Color Space Conversion and Normalization

Video data can be represented as a multi-
frame array. Array elements are images, which can
be binary, gray-scale, and color.

Binary and gray-scale images of size M x N
can be described by a two-dimension matrix
1(i,j) =a, where a is a color intensity of a pixel
with the coordinates (i,j), i=12,....M, j=
=1,2,..., N. For binary images, a <[0;1], for gray-
scale images a [0;253].

A color image of size M x N can be descry-
bed by a three-dimension matrix I(i,j k)=a,
where a is a color intensity of a pixel, ae
e[0;255], i,j are the pixel coordinates,
i=1,2,.,.M, j=12,...,N, k is an order number
of the color component, which can be considered

as an additional coordinate which defines the color
space, k =1,2,3. Alternatively, the color image

can be represented by the matrix [(i,j)=
=(¢y,¢y,¢5), Where ¢, ¢,, and ¢, are intensities

of the color components. It means that each pixel
of a color image corresponds to a vector in a cer-
tain color space. The most frequently used color
model is RGB model, which represents the image
as I(i,j)=(r,g,b), where r,g,b are color compo-

nents intensity of a pixel accordingly,
the pixel coordinates, i=1,2,...M, j=12,..,N.
Vectors (r,g,b) in the color space of RGB model

identify the pixel color. However, the most impor-
tant information for the object shape estimation is
luminance and we need to separate it from other
color data. It can be fulfilled by conversion the im-
age from RGB model into HSV, YCbCr, YIQ,
XYZ, Lab or other similar models. In our research,
we use conversion into color model YCbCr [16],
which is defined by the formula:

i,j are

Y 65.481 128.553 24.966 R 16
Cb|=|-37.797 -74.203 112.00 |x|G |+|128],
Cr 112.00 -93.786 -18.214| |B| |128

where R,G, B <[0;255].
As a result of conversion procedure, the range

of pixel values by components are the following:
Y €[16;235], Cb,Cr €[16;240], where Y is the lu-

minance component and Cb and Cr are the blue-
difference and red-difference chrominance compo-
nents correspondingly. In order to simplify further
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processing, including negation operation, these va-
lues should be normalized according to the formula:

- vy
Sll’l(g]
YI
Ch | = sin(ﬂj ,
. 255
Cr
. [ Cr
sin| —
L (255]_

where Y'€[0.0627;0.7966], Cb',Cr'[0.0627;0.8083] .

B. Object Shape Detection

Initial data for this stage are color images,
which are the background image [, and the image

1, to be tested on the presence of any moving ob-

ject. The background image is the image of the or-
dinary view of the scene to be under surveillance,
it does not include any moving objects on it.

The color vectors (b,b,,8;) and (#,4,8)

represent values of the pixel intensity of these images:
[b(i’ .]) = (b],bzab:;)a
It(l,_]) = (fl,tz,t3)

where i=12....M, j=12,...,N are the pixel
coordinates of the images of size¢ M x N, bt €
€[0.0627;0.7966], b2,3,t2’3 €[0.0627;0.8083] are

the pixel intensity values by Y', Cb', Cr' compo-
nents of the background image and the object im-
age on the background accordingly.

In order to calculate the logical negation op-
eration for a color image, we use an additional
matrix which is considered as complementary to
the color image to be analyzed. In this research we
use the matrix V', which corresponds to white co-
lor V(i,Jj k), k =1,23. Alternatively, the elements

values of matrix V can belong to the range
[0.8083;1]. The logical negation operation is imple-

mented in the following way:
o V@D =160, VG ) =1, 5) >0
Ib (G, )= .
0, otherwise
=(b/',by,b5),
0, otherwise

176G, ) = {

=@t,15,15),

where b, t/ are intensity values of the image

pixels, which are the result of logical negation op-
eration, k =1,2,3.

The detection of the moving object appeared
on the background is fulfilled according to the
formula:

M, j) =[G, HULG ) - Uy G HUL G )]

In case if input images are color, the follow-
ing formula is used:

M, j)

= |max(b, G, /), 11, j)) - max(6)G, /)1, G, ).

C. Contours Detection and Analysis

The input data for the contour detection pro-
cedure is luminance data which corresponds to
Y-component of the color vector.

We use DEI approach [13, 16] to determine
the image contour of the vector shape. As a result,
a matrix of the image contour is obtained:

Contours =

= [Contour (1), ..., Contour (q), ..., Contour (Q)],

u

level X; X X
Contour (q) = ERRE ,
hum, 1y, Yy

where Q is a quantity of the image contours,
x,,y, are the contour points coordinates, level,

is the contour level, num, is points quantity of

g-contour accordingly, ¢ =1,2,...,0.

Let us consider g-contour, which displays the
shape or rather the area that the moving object oc-
cupies in the two-dimensional space as the main
contour:

0 = max(num,) ,

where g =1,2,...,0, 0 is the quantity of points of

the main contour.

For implementation of the sorting and ap-
proximation, it is necessary to normalize the ob-
tained data by performing the procedure of redis-
tribution of the contour points relatively to the co-
ordinate origin. Let Confour and O matrices have
sizes 2x0 and 2x1 accordingly. The values of
Contour are point coordinates of the main con-
tour, values of O are equal to zero. The minimum
distance and the corresponded point, the location
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of which is the closest to the coordinate origin, can
be determined by the formula:

[w,pl=

| [Contour(x)) - O(x))*
= min
+ (Contour(y,) - 0())?

where p is the value of a minimum distance, p is
a column number of the Confour matrix, x;,y;

are coordinates of the contour points, i =1,2,...,0.

The next step is the redistribution of the
Contour matrix values (Fig. 1). The redistribution
can be fulfilled either clockwise (Fig.1, a) or
counterclockwise (Fig. 1, b).

Y i
Initial point
/ Final point
axy)
>
0(0;0) X
a
y M
Final point
/ Initial point
Clxy)
=
0(0;0) X

b
Fig. 1. Options for the initial location of the points in Confour:
a — clockwise, b — counterclockwise

The contour image obtained as a result of the
actions described above can include excess contour
points which are visualized as loops, wave-like ine-
qualities etc. and can be considered as noise. To
smooth the obtained contour, the median filtration
can be used [17—21].

Since vector data processing, including im-
ages, significantly improves speed index compared

to raster data, the alternative approach of contour
smoothing is applied in the proposed method. This
approach is the post-processing procedure for con-
tour points detection.

Let image contour be described by the matrix:

XXy X xi]
. bl

Contour:[ .
VYo YVia)i

where x;,y, are coordinates of contour points,
i=12,...,0, 0 is the quantity of points.
Therefore, for each stage of the contour
smoothing procedure the coordinates of the vectors
with permanent size 1xW, which contain x,y

coordinates of contour points, are determined. For
example, for some contour point C; with coordi-

nates (x,,y,) and W =35, these vectors are deter-
mined in the following way:

U‘)x = (xl’xz,x35x4,x5),
® =YYV Vs)

The next stage is to redistribute values of the
obtained vectors and to determine the median. For

example, if o,,0, values can be described after

sorting as follows:
(D'x = (xZ,X3,X4,xS,xl),
(D'y I(J’55J’1,J’25J’35J’4),

then x, and y, are medians of o, 0, vectors

y
accordingly. Thus, the initial coordinates of con-
tour points are changed, and the coordinates of C,

point are (x4, ;).

D. Sorting of Vector Data

The data sorting procedure allows both to de-
tect the “reference” contour points and to remove
the uninformative points, solving the task of vector
data compression.

The initial stage of sorting is to determine
quantity of lines or segments that will collectively
shape the object contour. The next stage is to
shape a template of the segment by value range of
which the “reference” contour points are defined.

A contour of the surveillance object can be
described as follows:

L={l,0,y)| pell;P], I, € Contour}, (1)

where P is a parameter, values of which indicate
the quantity of segments.
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The range of values of the template segment is
limited by a size of the input images and is deter-
mined by T vector:

T=1:D:N,
where D is a parameter of refinement, 0 < D < N,

N is a size of the vector image by x coordinates
or of the raster image by j coordinates.

The procedure of sorting is implemented for
x coordinates values for each /, segment. Let us

detect the values of x and y coordinates of the
first segment:

llx = {xl,X2,...,xe/P},
Ly ={y1:Y2-->Ye/p}-

Values of T vector are constant for each /,

segment:

T =[1,1+D,1+2><D,...,1+int(ND_ljxDj,
where int is an operation of the integer-valued
rounding.

The finding of x coordinates for “reference”
vector points of L segments set is performed by
finding a minimum distance for each 7 element
from /,, vectors:

(6,71 = min( (T}, - 1,,)? ),

where o is a value of the minimum distance, =
is the column number of [/, vector, h=

12,00 +im(ﬂj.
D

The y coordinate for “reference” points re-
mains unchanged and is taken from /,, set, that

is, in this case equals y., y, €/,. Thus, the set of

segments
L' ={l,(x,y)| pell; P1,I, € Contour}, (2)

which connects “reference” points of initial

Contour, is formed.

Singularity of this algorithm of data sorting
consists in giving an opportunity to describe any
surveillance object and any its contours by an
equal quantity of points which can be calculated in
the following way:

R:Px[int(ND_ljJrlj. (3)

Representation of all surveillance objects by
the equal quantity of contour points allows to solve
the tracing task effectively since further processing
and analysis will be performed on similarity-rep-
resented objects. It is worth mentioning that after a
point falls to L’ set, it is removed from L set.

The quantity of segments and the value of the
refinement parameter directly influence the accu-
racy of reproduction of the initial contour. The
more the quantity of segments is and/or the less
the refinement parameter is, the more accurate re-
sults of sorting are obtained. At the same time,
both parameters influence the performance rate
significantly. To disregard this indicator is expedi-
ent if the surveillance object has a complex shape.
As a result, the additional procedures, which allow
to determine the values range of these parameters,
appear and complicate the proposed method.

The alternative approach for solving this task
is to apply the data sorting algorithm on the as-
sumption of that the points which fall into L' set
are not removed from L set. It enables reproduc-
ing the initial contour of the object in a maximally
accurate way (depending on the parameter D).
However, the negative aspect — the presence of
certain quantity of duplicated contour points — ap-
pears in this case. Another alternative approach is
to set the more accurate range of T template vector
applying the sorting procedure twice, but it de-
creases the performance rate of the proposed
method. Therefore, it is expedient to use the first
approach of data sorting since the result of its ap-
plying is satisfactory for a wide range of input data.

E. Forming of Smooth Contour Curve

For further processing and analysis of the sur-
veillance object, it is necessary to represent L' set
by a certain figure, which can be described by lines
that consistently combine a strictly ordered array of
points. For this, it is necessary to apply the sorting
procedure of ll; segments (2) by x and y coordi-

nates. The procedure of determination of the point
location on 11; segments follows the rule of mini-

mum distance:

(W00 e T+ ()~ ) ) > min,

where x;,y; are coordinates of “reference” con-
tour points.

In order to avoid an additional processing
procedure, the first points of /, segments (1) are
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set as the initial points. These points must be re-
moved once the array L of ordered points is
formed:

L' ={l;(x,y)| pe[l; P1,1, € Contour}.

F. Object Area Computing

In order to fulfill the preliminary classification
of the moving object, we calculate its area using
the formula proposed in [16]:

lR—l
§ = EZ(xr +xr+1)

r=1

X (Y, =Vp) + (X + X)) % (YR = V),

where R is a total quantity of “reference” contour
points and it is defined in (3).

Results

In our experiments, we used MP4 and 3GP
videos got from CCTV cameras installed on roads,
shopping centers, supermarkets, and offices. Each
video file is converted into a multi-frame array of
JPEG images. The analysis was performed for each
surveillance object detected by using a pair of
frames: the background frame, where the object is
absent, and every next test frame, where the object
can be present. The experiment included approxi-
mately 200 frames.

The task of contour smoothing can be solved
by two ways. The first way is to apply the median
filtering as preprocessing of the contour detection
procedure. The second way is to apply the vector
filtering as the post-processing of the contour de-
tection procedure (Fig. 2). Since the proposed
method uses vector data processing, the second
way was used in the experiments.

The initial quantity of contour points in one
of frames in the test videos is 2093 points. The ex-
ample of contour detection by using the proposed
method is showed in Fig. 3. The final quantity of
contour points is 1405. Thus, the number of points
is decreased approximately 1.5 times.

Due to the accuracy parameter used in the
proposed method, the quantity of contour points
can be reduced in several times along with the cor-
rect representation of the surveillance object shape
(Fig. 4).

The criteria for estimation of the proposed
method include accuracy, performance rate, and
computing resource consuming (Fig. 5). The accu-
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Fig. 2. Smoothing filters: @ — median, b — vector

racy rate is defined by an error value of the surveil-
lance object area in comparison with the DEI ap-
proach. Delaunay triangulation [22] and the de-
termination of the total area of obtained triangles
are used for estimation of the performance rate
and computing resource consuming as additional
load procedures in order to make the gain in the
performance more evident.

As alternative approaches, the two algorithms
of contour detection of the surveillance object
(Vectoring of Raster Method 1, Vectoring of Ras-
ter Method 2) are applied for comparison of appli-
cation results of the proposed method. The first
technique includes the following processing stages:
the detection of a surveillance object, extraction of
Y-component data, thresholding processing, con-
tour detection by the DEI approach, detection of a
main contour and redistribution of contour points
relatively to the coordinate origin, determining of
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Fig. 5. Results of DEI approach (DEI), proposed method (PM), Vectoring of rather method 1 (VRM1) and Vectoring of rather
method 2 (VRM2) for rates: a — Accuracy, b — Performance Rate, ¢ — Processing Resource Consuming

Table. Comparison of DEI approach and the proposed methods

Average Values
Method
Accuracy Area of triangles Performance Rate, sec CPU usage, %
DEI approach 4.1047e+04 5.1981e+04 0.6379 17.452
Proposed method D > 1.5 4.0740e+04 5.1100e+04 0.6917 17.992
Error 0.75 % 1.69 % 8.43 % 3.09 %

the object area and Delaunay triangulation, and
determining of areas of the obtained triangles. The
second technique differs from the first on the addi-
tional stage of the image contour detection by So-
bel method after the thresholding processing.

The results in Fig. 5 match a mean value of
the chosen criteria for certain frames of a test vi-
deo. The table demonstrates the good results of the
proposed method in comparison with the DEI ap-
proach for accuracy, performance rate, and com-
puting resource consuming. The contour point
quantity was reduced more than 1.5 times.

Conclusions

The proposed method of complicated shapes
estimation for objects analysis in a video surveil-
lance system consists of the following stages: color
space conversion and normalization, object shape
detection, contours detection and analysis, sorting
of vector data, forming of smooth contour curve,
object area computing.

When the contour points number is reduced
in 1.5 times, an average error of the proposed
method compared with the DEI approach for ac-
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curacy rate is 0.75%, for performance rate it is
8.43%, for resource consuming rate it is 3.09%.
When the contour points number is reduced more
than 2.5 times, an average error of the proposed
method decreases.

The proposed method allows to define an ar-
ray of vector contour points which represent an
“approximate” surveillance object of complicated
shape and it decreases the data volume to be used
in further analysis of a motion trajectory. In addi-

tion, this method enables describing the surveil-
lance object by an equal quantity of contour points
that in turn can simplify the task of surveillance
objects classification.

The further research concerns the transforma-
tion of a surveillance object subspace for the analy-
sis of a motion trajectory, including examination of
the object’s behavior on a probable execution of
unauthorized actions.
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METO[ OUIHKN CKNAOHNX ®OPM AJ1A AHANI3Y OB’EKTIB Y CUCTEMAX BIOEOCIMNOCTEPEXEHHA

Mpo6nemartuka. OuiHka chopmu 06’ekTiB Biaeo30bpaxeHb € BiAHOCHO CKNagHow 3agadveto. [pu po3B’sidaHHi 3agavi reomeTpuy-
HOro noaaHHst 06’ekTa cnocTepexeHHs HeobxiAHO BpaxoByBaTU HWU3KY OOAATKOBUX (haKTOPIB: MOXIMBICTb HaKNagaHHs eneMeHTiB 30-
OpakeHHs1, OAHOPIAHICTb CKNagHWX eneMeHTIB, OOHOPIAHICTb enemMeHTIB Tna Ta o6’ekTa TOLLO.

MeTa pocnigxeHHs. Po3pobneHHs MeToay OuiHKM hopMU CKNagHuX O0’eKTiB Ansi BUKOPUCTAHHSA Y cucTemax Bigeocnocrepe-
XEHHSI AN BU3HAYEHHST AMHaMIKM NepeMilleHHst 06’eKTa CNOCTEPEXEHHS, LUBUAKOCTI Ta XapakTepy MOro pyxy, ouiHKM WMOBIPHOCTI BU-
KOHaHHA 00’€KTOM HecaHKLiOHOBaHUX Ail Ta Ans iHWKX NoaidHMX 3aaau.

MeToguka peanisauii. [Ins BugineHHs pactpoBoi hopmMu 06’eKTa CNOCTEPEKEHHS 3aCTOCOBYETLCS MpoLieaypa “BigHiMaHHSA ¢o-
Hy”. [INsi BU3HAYEHHSI KOHTYpiB 06’ekTa BEKTOPHOI chopmMu 3acTocoByeTbcst MeTog DEI. [na BU3HAYEHHSI OMOPHUX KOHTYPHUX TOYOK i
opMyBaHHsI rMagkux KpMBMX 3aCTOCOBYIOTLCS NPOLIeaYpU COPTYBaHHS.

Pe3ynbTaTu gocnimxkeHHA. 3anponoHOBaHWIA METO, CKNafgaeTbCa 3 TakUX eTariB: NepeTBOPEHHS KOMIPHOrO NMpoCTopy Ta Hop-
MyBaHHS1, BUSHAYEHHs1 hopMu 06’eKTa, BUBHAYEHHS 1 aHari3 KOHTYPIB, COPTYBaHHS BEKTOPHUX AaHWX, (DOPMYBaHHS TMagKMX KOHTYPHUX
KPVBWX, BU3HA4YeHHS nnolyi o6’ekta. CepeaHsa noxmbka 3anponoHOBaHOro MeToAy Npu CKOPOYEHHI KinbKoCTi TOHOK y 1,5 pa3dy nopiBHAHO
3 nigxogom DEI 3a TouHicTio ctaHoBuTb 0,75 %, 3a weuakogieto — 8,43 %, 3a pecypcomicTkicTio — 3,09 %.

BucHoBkuW. BukopurcTaHHs 3anponoHOBaHOro MeToAy AacTb 3MOry BU3HavaTM MacuB BEKTOPHWMX KOHTYPHUX TOYOK, WO Bigobpa-
XKalTb “anpokCMMOBaHMI” 06’€KT CMOCTEPEXEHHS CkragHoi chopMu, i, BiANOBIAHO, 3MeHLLYyBaTK obcar AaHnxX AN NoganbLIoro aHanisy
TpaeKTopii pyxy Ta iHWMX NogibHNX 3agay 6e3 BTpatu TOYHOCTI. TakoxX Len MeTon Aae MOXIMBICTb ONUCYBaTH 06’ EKTU CMOCTEPEKEHHS
0[HaKOBOIO KiNbKiCTH KOHTYPHMX TOYOK, LLIO CBOEI YEPrO0 MOXe CMPOCTUTU 3afady krnacudikauii 06’ekTiB CrIOCTEPEXEHHS.

Kniouosi cnoBa: metoa DEI; Buny4eHHs 03HaK 306paxxeHHs; BEKTOpHa inbTpaLisi 300paXeHHsi; BEKTOPHUI KOHTYPHWI aHanis.
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METO[ OLIEHKW/ CNOXHbIX ®OPM OMA AHAJNIM3A OB bEKTOB B CUCTEMAX BUOEOHABITIOOEHNA

Mpobnematnka. OueHka opMbl 06LEKTOB BUAEON300PaKEHNI ABNSETCA OTHOCUTENBHO CMOXHOW 3adadvei. MNpu pelwennm 3a-
[aym reoMeTpuYeECKOro npeacTasneHusi obbekta HabnoaeHUs HE06X0AUMO YYUTbIBATL P AONONHUTENbHBIX (aKTOPOB: BO3MOXHOCTb
HamnoXeHusi 3eMeHTOB U306paxeHusi, O[HOPOLHOCTb COCTaBHbIX 3MEMEHTOB, O4HOPOAHOCTL 3NIEMEHTOB (DOHA U 0ObEKTa U T.4.

Llenb nccneposaHus. PaspaboTtka MeToAa OLEHKM OpMbl COCTaBHbLIX OOBEKTOB AN UCMOMb30BaHUS B CUCTEMax BUOeOoHab-
nogeHns Ans onpeaeneHust AUHaMyKM nepemMeLleHnst obbekta HabnogeHnsl, CKOPOCTU U XapakTepa ero ABUXKEHWUS!, OLEHKN BEPOSITHO-
CTU BbINOSHEHNS1 06 bEKTOM HECAHKLMOHNPOBAHHBLIX AEUCTBUI 1 ANS APYrMX NOAOOHbIX 3a4ay.

MeToguka peanusauuu. [ns BoliaeneHnst pactpoBor hopMbl 06bekTa HabnoaeHs NpuMeHsieTcst npoleaypa “BbluMTaHusA ¢o-
Ha”. ns onpefeneHns KOHTYpoB o6bekTa BEKTOpHOM dhopMbl ucrnonbayetcs metod DEL. [Ina onpegeneHusi onopHbIX KOHTYPHBIX TOYEK
1 (hOPMUPOBAHNS FMAAKUX KPUBLIX MPUMEHSIHOTCS NpoLieaypbl COPTUPOBKMY.

PesynbTatbl uccnegoBaHus. [peanoxeHHbI METOA COCTOUT U3 CReAyloLMX 3Tanos: npeobpa3oBaHve LIBETOBOrO NMPOCTPaH-
CTBa U HoOpManusauusi, onpegeneHne opmbl 06beKTa, onpeaeneHne n aHanma KOHTYpoB, COPTUPOBKA BEKTOPHbIX AAHHBIX, (DOpMUPO-
BaHWe rmafknx KOHTYPHbIX KPUBbLIX, onpeaenexune nrowaan obbekta. CpefHss NOrpeLlHocTb NPeanoXXeHHOro MeToga npu cokpatle-
HWUK KonuyecTBa Todek B 1,5 pasa no cpasHeHuio ¢ Metogom DEI no TouHocTn coctaenset 0,75 %, no 6eictpogencTeuio — 8,43 %, no
pecypcoemkocTh — 3,09 %.

BbiBoAbl. cnonb3oBaHve NpeanoxeHHOro Metoaa No3BOSIUT OMNpeaensiTb MacCUB BEKTOPHbIX KOHTYPHbIX TOYEK, OMNpeaensio-
LMX “annpoKCMMMPOBaHHBIA” 06beKT HabnoaeHNs CNOXHON OpMbI, U, COOTBETCTBEHHO, YMEHbLUATb 0OBbEeM AaHHbIX ANS AarnbHenLle-
ro aHanuaa TPaeKTopuW ABWKEHUst U ApYrMx NodobHbIX 3agady 6e3 notepu TOYHOCTU. Takke AaHHbIA MeTon MO3BOMSIET ONUChbIBaTb
06bekTbl HAbNAEHNUST 0ANHAKOBBIM KOJNIMYECTBOM KOHTYPHbIX TOYEK, YTO B CBOK OYepedb MOXET YMNpoCTUTb 3afadvy Krnaccudpukauum
06bekToB HabnogeHus.

KnioyeBble cnoBa: metoa DEI; BbiaeneHne npusHakoB n3obpaxeHusi; BeKTopHast punbTpaumus N306pakeHNsl; BEKTOPHBIA KOH-
TYPHbIN aHanms.
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